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Background: Software-infused services, from robot-assisted and wearable technologies to artificial in-
telligence (Al)—laden analytics, continue to augment clinical orthopaedics — namely hip and knee
arthroplasty. Extended reality (XR) tools, which encompass augmented reality, virtual reality, and mixed
reality technology, represent a new frontier for expanding surgical horizons to maximize technical ed-
ucation, expertise, and execution. The purpose of this review is to critically detail and evaluate the recent
developments surrounding XR in the field of hip and knee arthroplasty and to address potential future
applications as they relate to Al
Methods: In this narrative review surrounding XR, we discuss (1) definitions, (2) techniques, (3) studies,
(4) current applications, and (5) future directions. We highlight XR subsets (augmented reality, virtual
reality, and mixed reality) as they relate to Al in the increasingly digitized ecosystem within hip and knee
arthroplasty.
Results: A narrative review of the XR orthopaedic ecosystem with respect to XR developments is sum-
marized with specific emphasis on hip and knee arthroplasty. The XR as a tool for education, preoperative
planning, and surgical execution is discussed with future applications dependent upon Al to potentially
obviate the need for robotic assistance and preoperative advanced imaging without sacrificing accuracy.
Conclusion: In a field where exposure is critical to clinical success, XR represents a novel stand-alone
software-infused service that optimizes technical education, execution, and expertise but necessitates
integration with Al and previously validated software solutions to offer opportunities that improve
surgical precision with or without the use of robotics and computed tomography—based imaging.

© 2023 Elsevier Inc. All rights reserved.
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Extended reality (XR) refers to technology that provides users
with the experience of immersing themselves in simulated inter-
active worlds that either replace or augment reality [1]. In
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particular, XR consists of virtual reality (VR), augmented reality
(AR), and mixed reality (MR). VR removes reality and places the
user in a completely simulated world, encompassing all senses [2].
AR and MR, however, supplement the real physical world with
simulated images and designs [2].

Over the past 50 years, XR has undergone rapid development
from its initial conception in the 1950s [3]. Initial interest in XR, and
specifically VR, began in the federal sector, when VR flight simu-
lators were used to train army pilots during World War II [4]. These
simulators required large supercomputers and dedicated rooms to


https://doi.org/10.1016/j.arth.2023.05.015
http://crossmark.crossref.org/dialog/?doi=10.1016/j.arth.2023.05.015&domain=pdf
www.sciencedirect.com/science/journal/08835403
http://www.arthroplastyjournal.org
https://doi.org/10.1016/j.arth.2023.05.015
https://doi.org/10.1016/j.arth.2023.05.015
https://doi.org/10.1016/j.arth.2023.05.015

HJ.E. Shaikh et al. / The Journal of Arthroplasty 38 (2023) 2096—2104 2097

allow for these projections [4]. As a result of the considerable cost
and space limitations, VR remained unaffordable for the public and
was limited to larger institutions. However, the advent of head-
mounted displays (HMDs) has significantly streamlined XR tech-
nology, and within the last decade, XR has received increased
attention in the public sphere [5]. Moreover, incorporation of
artificial intelligence (Al) is central to maximizing the capabilities of
XR by enabling automation that permits object recognition,
seemless interaction, personalization, and real-time translation.
Without Al, manually registering these processes would hamper
efficiency and adoption. Thus, the success of XR depends upon Al
incorporation.

Self-containing HMDs made VR available through video game
entertainment sets, such as the Oculus Rift (Meta, Menlo Park,
California) furthered innovation for AR and MR as well, through XR
streaming in AR-based applications such as Pokémon Go (Niantic,
San Francisco, California), Ikea Place (Ikea, Delft, South Holland, the
Netherlands), and the MR-based Microsoft HoloLens (Microsoft,
Redmond, Washington). Due to its unique ability to enhance
medical information by visualizing vital information in real-time
and replicating 3-dimensional (3D) images and experiences, as
well as the fact that nearly all modern computers have the
computing power to readily incorporate this type of technology, XR
has already been adopted by the medical field. Initially, XR adoption
was best used for medical training and education, namely the use of
VR in building surgical and technical skills [6,7]. More recently, XR
technology has advanced to surgical applications in tumor resec-
tion, neurosurgery, spine surgery, ophthalmology, vascular surgery,
cardiothoracic surgery, maxillofacial surgery, and orthopaedic sur-
gery [1,8—15].

Hip and knee arthroplasty are primed for XR incorporation
given the nuance of implants, instrumentation, anatomic varia-
tion, balancing, and complexity of the revision setting. Robot-
assisted surgery, fluoroscopy, and intraoperative navigation are
increasingly leveraged to achieve heightened surgical accuracy.
However, fluoroscopic intraoperative x-ray imaging can distort
images, consume real estate in the operating room, and increase
patient and surgeon exposure to radiation [16], while computer
navigation and robot assistance may distract the surgeon from
the surgical site with a computer screen. Additionally, fluoro-
scopic, computer-assisted, and robotics often involve large
equipment in the operating room, sometimes necessitating extra
personnel, which can become costly and problematic in the
outpatient ambulatory surgical setting. In contrast, XR can
seamlessly enhance hip and knee arthroplasty at lower costs by

integrating data visualization into diagnostic and treatment
procedures without the potential need for additional imaging,
equipment, or machinery. Thus, XR’s ability to incorporate data
visualization into diagnostic and treatment procedures can
greatly benefit hip and knee arthroplasty. Currently, there is
limited understanding of XR application in hip and knee arthro-
plasty. The purpose of this primer is to overview and critically
details the recent developments surrounding XR in the field of hip
and knee arthroplasty while addressing potential future appli-
cations as they relate to Al.

Definitions
Extended Reality

XR is an umbrella term for technology that merges physical and
digital reality [17]. It lies at the intersection of 3 technologies: VR,
AR, and MR [12,18,19] (Fig. 1).

Virtual Reality

VR is a computer-simulated reality that portrays a fully artificial
environment that does not physically exist. Within VR, users are
isolated from the real world [20]. Its applications use interactive
goggles or headset devices that send and receive information to
immerse the user in a computer-generated environment that
simulates reality [17]. The VR headsets, or head-mounted devices
(HMDs), are unique as they are instrumental in deceiving the brain
into believing it is immersed in the alternative reality. The HMDs
are made to physically filter visual stimuli from the user's reality
and to only allow visual input from a screen that displays virtual
images [17,21]. Additionally, because VR headsets have gyroscopes
and motion sensors, any head movements made by the user
translate to the same degree in the virtual environment [22] (Fig. 2).
Not unlike robotic-assisted surgery, a learning curve for the oper-
ative team will certainly be present with the introduction of new
devices, such as a headset, console station, and sensor array. Given
this, VR serves as an ideal platform for simulated training as
demonstrated by Hooper et al in a randomized controlled trial
involving 14 orthopaedic interns [7]. For instance, pilots often train
in fully virtual simulators in preparation for flight. Similar to flight
simulators, VR training can prepare surgeons for live operations,
improve technical skills, and assist with case preparation [23].
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Fig. 1. Extended reality is an umbrella term that entails augmented reality, mixed reality, and virtual reality. All extended reality experiences involve an immersive experience for
the user, whether that includes a wholly alternative reality (VR), a supplemented reality (AR), or a combination of either supplemental reality with interactive capability (MR).
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Fig. 2. Displays user with head-mounted displays and virtual reality software per-
forming hip surgery in a simulated world for practice repetitions.

Augmented Reality

AR is a live view of physical reality that is enhanced by virtual-
generated sensory input such as sound, video, graphics, or global
positioning system data [24,25]. With the advancement of AR
technology, the information about the surrounding real world of
the user becomes interactive [26]. Artificial information about the
environment and its objects can be overlaid on the real world, such
as external rotation of the posterior condylar axis or the trans-
epicondylar axis [27]. Amid the rise of the technological revolution
for big data and analysis, one of AR’s primary goals is to use Al to
highlight specific features of the physical world, increase under-
standing of those features, and derive smart and accessible insights
that can be applied to real-world applications. Not unlike flight
training where pilots use AR to provide real-time data pertaining to
terrain, weather, navigation, and traffic conditions, surgeons must
similarly undergo a “flight checklist” and assess multiple intra-
operative metrics to safely and accurately perform a hip or knee
arthroplasty.

Mixed Reality

MR is the next wave of innovation for XR. An amalgamate of
physical and VR, MR exists on the “virtuality continuum”, with
physical reality on one end and digital reality on the other (Fig. 3)
[28]. Through the blending of realities, MR creates an intuitive 3D
platform for interaction between computer, human, and envi-
ronment [29]. It is largely based on innovations of Al-based
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systems such as computer vision (CV), software processing,
display output, and cloud computing. Essentially using the same
concept of computer graphics overlayed onto reality as AR, the
main advantage of MR is that users can interact and manipulate
digitally generated objects [30]. By doing this, MR technology
enables surgeons to manipulate virtual surgical implants over
patients before implanting actual ones, view coordinates over the
anatomical site, and view their surgical plan all in real time, much
like a fighter pilot would see a command eye view of the airspace
while engaged in combat.

Extended Reality (Augmented Reality and Mixed Reality) in
the Operating Room: Technical Considerations

Head-Mounted Display

XR overlays digital elements onto reality through the use of (1)
an HMD placing the visual information close in front of the user’s
point of view; (2) handheld devices like a smartphone; or (3) a
computer-generated overlay that is placed directly on real objects
[31]. The HMD enables superposition of digitally generated content
onto the user’s reality while maintaining see-through vision to the
real world. The HMD executes translation of virtual content on a 2-
dimensional micro display outside the view of the HMD and
transmits light rays to the user’s eyes from a beam combiner. The
HMD lenses between the beam combiner and display focus
computer-generated images over the intended area, allowing the
wearer to perceive 3D virtual augmentations [32]. The HMD also
aids in positional tracking of the user and its relation to a tracker
external to the HMD [33]. These peripherals can track the position
of the user's head, body, and hands anywhere within the range of
the device.

Registration

XR systems require 3 components to function in an operative
theater: Registration, Tracking, and Spatial Modeling.

Registration embodies finding an optimal spatial transformation
to ensure the feature points from 2 associated images have the
same spatial and anatomical position [34]. Registration methods
can be divided into 2 types: rigid and nonrigid. Rigid registration is
the most common technique employed in orthopaedic procedures.
Rigid registration focuses on ensuring that the target image cor-
responds to the feature points on the source image based on finding
the free transformation of 6° of space [35]. A feasible registration
workflow must provide high target registration accuracy, high
robustness, and low computation time. Nonrigid registration serves
to mold complex 3D shapes to align with an intended target and
consists of 2 steps [36]. First, a set of corresponding points are
computed using the closest point of interest, and then a nonrigid
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Fig. 3. Mixed reality (MR) exists along the virtuality continuum, bridging the physical to the digital world. Largely based in innovations of artificial intelligence—based systems such
as computer vision, software processing, display output, and cloud computing, MR creates an intuitive three-dimensional platform for interaction between computer, human, and
environment to incorporate dynamic intraoperative evaluation and allow for the virtual manipulation of implants before resection, cementation, and implantation.
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Fig. 4. Success of augmented reality in surgery requires the computer processor to
communicate with head-mounted displays (HMD) and tracker. Intercommunication
between the three systems creates the ability to overlap 2-dimensional (2D) digitally
generated information into a 3D structure that is precise in measurement and overlays
anatomic to the patient. As the surgeon moves throughout the operative theater, the
wireless connection between the tracker, HMD, and computer process ensures the
computer-generated image maintains the correct 3D orientation and overlap for
display.

transformation is performed to minimize error metrics [37]. The
system repeats itself with the goal of converging on a local mini-
mum. As such, use of nonrigid registration may be better suited for
tumor resections compared to stiff bony structures. In the arthro-
plasty setting, the proximal femur may require nonrigid registra-
tion given the mobility of the leg during total hip arthroplasty
(THA) after the neck osteotomy.

Tracking allows the augmented object to stay in the intended
orientation when the user moves while simultaneously adapting to
the new user position in a 3D space [38]. Tracking involves the XR
device referencing the augmented image from its original regis-
tration in a spatial room and adjusting for the change in co-
ordinates. Optical-based tracking allows the superimposition of 3D
images with precise spatial positions [39]. The target and the dis-
played 3D image can be correlated by target-image registration
through marker or markerless-based means. The marker registra-
tion method uses external fiducial markers such as physical
spheres, reflective lenses, or infrared light-emitting diodes
attached to the target, whereas markerless registration mainly
detects the intrinsic structural features of the target [40,41].

The spatial model serves to store information about the user’s
reality and the digital world. The user’s reality serves as the tem-
plate to reference, while the digital world provides content to
augment the user’s reality. XR creates a feedback loop between the
user’s reality and the computer-visualized object, such that the user
is in control of the viewpoint of augmentation. At the same time,
the system tracks the user’s viewpoint, registers the pose in the real
world with the virtual content, and presents a situated visualiza-
tion (Fig. 4). With the use of Al, projections can be displayed that
simulate relevant angles for interpolated axes, such as the trans-
epicondylar axis for the knee of the acetabular version. Similarly, Al
can approximate the anatomy of hip and knee anatomy when
trained on a library of prior computed tomographies (CTs).

Artificial Intelligence—Based Computer Vision

XR (including AR and MR) and Al represent 2 emerging trans-
formational technologies of recent interest in orthopaedics. While
the value of Al is yet to be quantified or holistically studied, both Al
and XR are advancing at a rapid pace to satisfy technological needs
in their respective fields. Without Al, XR is hamstrung. Only when
combined, can XR potential be unlocked. CV, a subset of Al, serves
as the “eyes” for the computer, registering and processing visual
data for the computer to interpret [42,43]. Thus, enabling XR
software can process and analyze data just as human eyes send
input to the brain. Then, it can overlay image or speech recognition
data collected from prior user activity and overlay this information
on the lens of a user HMD. Without Al-based CV, XR cannot inter-
pret input signals into a meaningful display that the surgeon can
appreciate, not unlike the brain analyzing the data to be output to
the surgeon screen. This allows for real-time feedback while
simultaneously cross-referencing digital libraries of surgical guides
and imaging to anticipate the next surgical step [44]. For example,
upon exposing the knee and registering anatomic surface land-
marks, Al-based software is necessary to contextualize these points
into a relevant 3D anatomic workspace that was previously trained
on a library of human knee CTs to appreciate “normal” landmarks.
Once registration is complete, resection depths and relevant pa-
rameters (ie, transepicondylar axis) can be extrapolated with
demonstrable accuracy to replace the cost and radiation associated
with individual preoperative CTs. Imagine a world wherein CV of-
fers XR to assess a surgeon’s technical preferences and workflows
to digitally codify intraoperative attention and procedure. This
would offer an indexed library of a surgeon’s own steps for display
to first assistants, scrub technicians, and circulating nurses to
optimize team efficiencies and create the potential for 6 sigma ef-
ficiency. Similarly, for complex cases, indexed workflows from a
surgeon’s surgical mentors could be intraoperatively considered as
a form of digital mentorship in perpetuity.

CV can be separated into 3 domains: classification, segmenta-
tion, and detection. Classification, for instance, can assign a real-
time image to a predetermined class, such as instruments being
present or absent in the surgical field. This may leverage a naive
Bayes machine-learning model. Segmentation serves to identify
structural borders, such as the tibial plateau or femoral condyles,
which may apply a support vector machine-learning model.
Detection identifies specific areas of interest like the outline of a
bony cut [45]. Thus, CV permits XR to analyze and interpret com-
plex data with previously unseen computational performance.
When combined with preoperative CT that has undergone auto-
segmentation and autoannotation for complex arthroplasty sce-
narios, visualization can be further optimized with augments for
scenarios with massive bone loss to maintain the operational goals
of a primary arthroplasty like offset and leg-length discrepancy.

Extended Reality in the Orthopaedic Literature
Education and Training

XR has been introduced and adopted into the healthcare field,
initially as a tool for education supplementation. Multiple studies
have found that increased practice and exposure to hands-on
clinical training improves surgical outcomes, like the OSSO VR
platform (San Francisco, California) which has demonstrated
improved surgical performance, including step accuracy, superior
postoperative patient global assessment, lower training time, and
less surgical time in orthopaedic residents that used the VR plat-
form compared to traditionally trained groups [7]. A recent blinded,
randomized controlled trial analyzing the impact of VR in
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orthopaedic residents found VR-simulated training improves post
graduate year 1 resident surgical and technical skills [7,46—48].
Using XR, residents and students can obtain full competency
without affecting the ethical implications of clinical training on
patient care [49]. Bartlett et al found that subjects using the vali-
dated Simbionix ArthroMentorVR Simulator (Simbionix, Cleveland,
Ohio) developed markedly improved hip arthroscopy skills after 3
uses [49]. Using 9 senior orthopaedic residents (resident group)
and 7 shoulder arthroscopy surgeons (expert group), Lohre et al
compared a XR training tool to a traditional technical journal article
control and found that residents using the XR tools demonstrated
substantially improved translational technical and nontechnical
skills acquisition versus traditional learning in senior orthopaedic
residents [50]. Ponce et al developed a virtual interactive presence
in an XR-based platform that layered a live video of a surgeon’s
hands into the local surgeon’s operative field to provide concurrent
and visual instructions [51]. This tool was used by surgeons on 15
patients undergoing shoulder arthroscopy. The study found that
users found the real-time advice and visualization helpful without
any compromise of patient care or increased operative time [51].
Similarly, an enhanced XR headset which tracked bony anatomy
was used by 24 fourth-year medical students applying to surgical
residency programs, who had prior arthroplasty experience, and
conducted 4 simulated THAs using XR headsets. One group trained
using XR with live holographic orientation feedback, while the
other received one-on-one training from a senior hip arthroplasty
surgeon. After the 4 once-weekly training sessions, the students
who received XR guidance demonstrated significantly lower errors
in orientation on pelvic sawbones than the students who were
directly guided by the surgeon (1° versus 6°, P < .001) [15].
Although this study was underpowered and true impact remains to
be determined, XR experiences offer trainees the potential to
improve technical skills and decision-making in an environment
that prioritizes education over efficiency—particularly in the
context of a healthcare environment that values surgical volume.
However, despite its success, one could argue that XR should never
be used to replace direct patient contact. Additionally, there may be
differences in terms of digital literacy, adaptability to new tech-
nologies, spatial awareness, perception of XR technologies, and
attitude toward innovation between young surgeons who grew up
with gaming and XR technologies compared to surgeons from
earlier generations. However, it is important to note that individual
variations and preferences can exist among surgeons of different
age groups. Further research and training may help bridge the gap
between generations and facilitate the successful integration of XR
technologies into surgical practice. Understanding and addressing
these differences can be a challenge but will be valuable in effec-
tively implementing XR technologies in surgical training and
practice.

Navigation Accuracy

XR goes beyond simulated training to offer the precision of
robotic-assisted surgery potentially without the capital expenses of
a robot or the radiation and necessity of a CT scan. One of the pri-
mary benefits of XR in orthopaedic surgery has been improved
accuracy. Liu et al developed a navigation system using depth-
sensing technology and the HoloLens (Microsoft, Redmond,
Washington). Navigation guidance was generated according to
preoperative imaging and superimposed into the surgical field via a
robotic registration system which measured the pose of the pa-
tient’s femur [52]. This system was assessed through measure-
ments of guide hole drilling on sawbones in 3 different
experimental groups, each consisting of 30 trials. The first group
tested repeatability, the second group tested obstacle avoidance

between the camera and the target femur, and the final group was
conducted by students without medical backgrounds [52]. In total,
there was an average 3D position error of 1.9 mm and an average
direction error of 2.06° compared to the preoperative 3D scan [52].
Fotouhi et al used an XR-guidance system for placement of
acetabular components during THA [53]. The XR-system used 2 C-
arm X-ray images and combines them with XR visualization to
provide real-time red-green-blue-depth data overlay onto the
target femur, which could be adjusted as needed by the surgeons.
Four orthopaedic residents conducted impactor and cup placement
on sawbones, with reported differences of 2 mm in translation, 1°
anteversion, and 0.5° abduction from preoperatively planned hip
phantoms [53]. Thereby, XR was able to incorporate 2-dimensional
images from a C-arm to reconstruct a 3D construct, without the
need of dosing the patient with the equivalent amount radiation
from a preoperative CT. Using the same XR technology, 8 ortho-
paedic surgery residents conducted placement of hip acetabular
components on Sawbone (Pacific Research Laboratories, Inc,
Vashon, Washington) foams through a direct anterior approach in a
study by Alexander et al [54]. Compared to fluoroscopic measure-
ments, the XR technique was associated with significantly
increased accuracy for target inclination and anteversion and
significantly increased precision for target anteversion [54]. The
authors also reported that the XR technique was faster by 1.8 mi-
nutes (P < .01) and that the surgeons found the XR system easier to
use and experienced markedly less radiation as a result [54]. Thus,
XR not only enhanced accuracy but reduced operating time and
radiation exposure.

In 2018, Ogawa et al developed an XR-based navigation system
which allowed surgeons to superimpose a virtual acetabular cup
onto the surgical field using a smartphone application, designed to
improve the accuracy of acetabular placement angle measurement
[55]. Using this system on 54 patients undergoing primary THA, the
study found that the navigation system displayed significantly
more accurate anteversion measurements than traditional goni-
ometers (2.7° versus 6.8°, P < .001) [55]. However, a randomized
control trial on 46 patients undergoing acetabular cup placement in
THA found that this system did not demonstrate significantly
improved accuracy in anteversion or inclination measurements
[56]. Using the opposite concept, Hiranaka et al used XR to project
the fluoroscope monitor onto the surgical field during a femoral
head wire insertion and found this helped in improving accuracies
as well as radiation exposure and insertion time. Use of XR in this
setting may reduce the need of requiring constant x-rays
throughout the procedure thereby reducing radiation to both the
patient and surgical staff [57].

In 2019, Tsukada et al used the similar software to create for
total knee arthroplasty (TKA) [58]. In the pilot study, knee resection
was conducted on 10 femoral sawbones, with resection angles in
the coronal and sagittal plane measured using XR with a CT-free
software. By overlaying dimensions for bone resection with a
smart phone and a bar code sensor, the AR measurements only
differed from CT-based measurements scan 0.8° in the coronal
plane and 0.6° in the sagittal plane—demonstrating reliability and
accuracy [59]. A follow-up clinical study on 72 patients undergoing
TKA demonstrated significantly lower error in resection angle for
the XR group (1.1° versus 2.2°, P < .001) when comparing the ab-
solute difference between the measured lateral distal femoral angle
on a standing long-leg x-ray and the target (90°) [59].

Recently, in 2021, lacono et al conducted a pilot study on 5 pa-
tients undergoing TKA using an AR system [60]. The surgeon was
able to view the tibial and femoral axis superimposed on the sur-
gical field through smart glasses. Axial alignment and orientation
measurements were compared to standardized preoperative and
postoperative full leg length weight-bearing, anteroposterior, and
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lateral knee radiographs. The study found coronal errors < 1° for
both tibial and femoral cuts and sagittal errors < 2° for tibial cuts
[60].

Current Applications in Hip and Knee Arthroplasty

In the past decade, the Center for Medicare Services has
implemented competition-based hospital measures with remu-
nerative consequences to incentivize reductions in readmissions,
costs, and complications for hip and knee arthroplasty [61]. One
such advancement can be seen with navigation robotic systems,
which attempt to mitigate imprecision and increase reproducibility
for successful outcomes after hip and knee arthroplasty. However,
robotic-guided systems present additional costs, require initiali-
zation and personnel, and have bulky workstations, cameras, and
screens [62]. XR technology in hip and knee arthroplasty may
address these concerns. XR is designed with low-profile systems
that eliminate the need for a surgeon to constantly switch their
attention between the patient and the monitor [63]. It provides the
surgeons with complete visualization and allows them to view
their surgical plan directly on the patient [64]. This section is
focused on providing up-to-date context.

Three-Dimensional Soft-Tissue Tracking

During knee arthroplasty, Medacta’s NextAR (Medacta, Castel
San Pietro, Switzerland) gives surgeons the ability to leverage XR
and Al to monitor 3D soft-tissue activity in real time [65]. Common
techniques within TKA require sacrifice of one if not both cruciate
ligaments, putting extensive strain and restraint on the collateral
ligaments. Elongation patterns of the collateral ligaments during
functional movements following knee arthroplasty have important
implications for postoperative knee stability, range of motion, and
pain [66]. Optimal balancing of the collateral ligament allows the
patient to obtain an arthroplasty, which feels natural and reduces
risk of knee instability. The NextAR incorporates Al to add efficiency
and precision by automating preoperative CTs for planning and
analysis. As of 2020, this AR TKA has been approved by the Food
and Drug Administration for consumer use and was the first XR
system to be used for a TKA in the United States [65]. This infor-
mation is uploaded virtually to smart glasses and displayed onto
the patient. A tracker is positioned in the appropriate measurement
area; it transmits its spatial position in 6° of freedom and limits the
amount of error to less than 0.5°. As soon as the surgeon places the
implant trial on the patient, data regarding tension of the ligaments
are displayed on the smart glass. Currently, however, there is no
end-to-end XR system available that offers a complete solution for
the entire intraoperative workflow in hip and knee arthroplasty.

Precision in Femur and Tibia Resection

XR provides surgeons the opportunity to observe and trace over
digital information overlaid on to the patient’s anatomy to create
precise and accurate femoral and tibia resection. The Augmented
Reality Visualization and Information System (DJO, Dallas, Texas)
provides real-time feedback and guides surgeons in making
appropriate size and depth distal femoral and proximal tibia re-
sections for implant placement [67]. This is a self-contained,
wearable navigation system that can be worn on a headband or
attached to surgical helmets surgeons normally wear in their
routine procedure. The headset has 2 infrared cameras that track
the instruments and anatomy accurately from the surgeon’s
perspective and minimizes line-of-sight issues [68]. A 3D XR
display projects the real-time information of the patient’s anatomy
and biomechanical vectors as a hands-free interface; this system is

advantageous to providers as it does not require additional external
equipment, technicians, or CT/magnetic resonance imaging imag-
ing prior to surgery.

Acetabular Component Placement

One of the leading causes of instability can be attributed to
acetabular component positioning during THA [69,70]. Traditional
navigation systems require large external workstations, cameras, or
screens [71]. XR software enables surgeons to place the acetabular
component in the proper orientation according to each individual’s
anatomy.

Hip Insight (Boston, Massachusetts) was the first Food and Drug
Administration—cleared surgical guidance platform that contained
entirely the Microsoft HoloLens (Microsoft, Redmond, Washington)
[72]. The XR system incorporates the 3D nature of a CT to specif-
ically model the patient’s pelvis and femur. The computer model
and plan are loaded into the XR headset; the surgeon will then
briefly place a small tracking implant on the patient’s pelvic bone.
As the lens pairs with the tracker, the XR system displays real-time
3D models of the patient’s anatomy, implants, and instruments
inside the body, creating the sense of x-ray vision.

Future Directions

In 1998, Blackwell et al surmised that there was a potential for
the successful incorporation of XR into multiple avenues of ortho-
paedic surgery [73]. Nearly 3 decades later, use of XR has begun to
show promising clinical results in various subspecialties, including
tumor resection and spine fixation [74—76]. Cost-effectiveness and
space-effectiveness was one of the earlier challenges of XR imple-
mentation in clinical orthopaedics; however, since 2016, XR is
accessible through wireless HMD and smartphone applications.
Similarly, earlier concerns about image integrity granularity, crucial
necessities in any surgical field, and especially in arthroplasty acted
as barriers to use. However, with the exponential development of
these new technologies and the renewed interest in their applica-
tion, quality of images, feedback, and real-time application have
equally improved. Thus, these advancements and the increasing
demand for virtual spaces in medicine provide the ideal impetus for
the XR boom.

Given that 2 million individuals are expected to undergo total
joint arthroplasties annually by 2030 [77], lower limb arthroplasty
continues to remain a strong candidate for XR application in or-
thopaedic surgery. Moreover, with the continued pressure to
minimize procedural costs, total joint arthroplasty surgeries con-
ducted under the precision and accuracy of XR may reduce an
otherwise financially cumbersome revision [16]. One of the chal-
lenges in a successful arthritis procedure is maintaining appro-
priate 3D alignment and rotation of joint components. To do this,
correct implantation of prosthetic components is critical. Tradi-
tionally, CT scans have been used to characterize these deformities
preoperatively. However, the growing use of XR in orthopaedics
may permit surface mapping upon joint exposure that lends to CT-
free arthroplasty. The CT-free approach obviates the need for ra-
diation exposure, cost, and insurer-based denials. Currently, some
robotic-assisted arthroplasties necessitate the use of a preoperative
CT scan, followed by registration, prior to performing the operation.
XR may offer the ability to accurately detect surface landmarks
through a registration process that can correlate with known
anatomy (ie, without a CT) or patient-specific anatomy (ie, with a
CT), to be used with or without the assistance of robotic arm
assistance. One of the chief advantages of XR is greater accuracy
with less hardware and fewer intraoperative distractions. While the
ideal implant design and alignment remains to be determined, XR
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offers the ability to preoperatively simulate the normal condition
and intraoperatively replicate an ideal postoperative state intra-
operatively by marrying soft-tissue geometry with biomechanical
properties. In trauma, Shen et al developed an XR implant design
system for the preoperative creation of osteosynthesis plates in
unilateral pelvic and acetabular fractions [78]. By using the pre-
operative CT data, the system virtually reduced the fracture and
constructed an ideal curve to identify and create the necessary
implant model, manipulating the implant according to its predicted
planned trajectory. As a result, the surgeons could preoperatively
bend osteosynthesis plates which reduced intraoperative surgical
time and invasiveness. This same technology could be used in
complex revision hip and knee arthroplasty as well, through the 3D
rendering of massive bone defects from osteolysis or infection that
could be supplemented with augments or double cup re-
constructions. Similarly, XR could be leveraged for dynamic intra-
operative stability testing, particularly in the setting of complex
patient-specific spinopelvic biomechanics prior to intraoperative
implant positioning. Similarly, XR models may facilitate a superior
understanding of the case overall. In a survey conducted by Yu et al,
participants found that XR models provided additional value over
standard 3D imaging due to their ability to interact with the
models, compared to the fixed horizontal and vertical rotation di-
rections used in current clinical imaging [79]. Given the tight
confines of hip and knee arthroplasty, this manipulation may
enhance surgeon understanding. XR offers surgeons’ reduced need
for additive instrumentation or potentially problematic hardware
during the actual surgery, as they can rely on the virtual planning to
guide their surgical approach. This can help minimize the risk of
infection, iatrogenic fracture, and the need for sterilization of such
instruments. Additionally, this may ameliorate patient education
preoperatively, as surgeons can directly show treatment plans and
projected recovery.

Although it has been shown that XR can successfully be used to
virtually consult surgeons while in the operating room, this may
help bridge expert surgeons and unlock novel opportunities for
surgical education, remote assistance, and academic collaboration
[51]. Experienced surgeons can provide guidance and instruction
remotely through VR or MR platforms, reducing the need for their
physical presence in the operating room. This can help minimize
the number of personnel in the operating room, thus potentially
reducing the risk of infection and lowering the sterilization costs
associated with traditional metal instrumentation. In smaller
operating room environments with limited sterilization capacity
like ambulatory surgical centers, XR is primed for adoption by both
surgeons and ambulatory, cost-conscious environments alike. In
addition to potentially avoiding the use of a CT or a robotic arm, an
XR system that is implant agnostic and could be licensed and
calibrated to accommodate the geometry of present-day implants
would be the greatest cost-saving initiative rather than a siloed
approach, whereby the XR platform is married to the use of the
vendor’s implant.

Continued development of these techniques and their associ-
ated consequences warrants further consideration. As with most
emerging technologies, a fully mature solution must be available,
safe, and efficacious to warrant consideration in the marketplace. In
the case of XR, it must offer gainful improvement over the strong
mid-term track record of robotic-assisted arthroplasty. As Al con-
tinues to gain utilization, XR will continue to improve with
augmented and interactive images.

Limitations

This XR review has potential limitations. The largest consider-
ation is that the marketplace and literature remain immature. The

studies reviewed were often pilots consisting of small cohorts. As
with any new technology, further investigation with long-term,
comparative assessment is necessary to ascertain clinical rele-
vance. Currently, it is unclear whether the improved precision and
accuracy provided by XR during knee and hip arthroplasty pro-
cedures will result in improved long-term functional outcomes.
Nevertheless, the increased accuracy provided by the combination
of Al and XR technology may mitigate the limited shortcomings of
hip and knee arthroplasty. The limitations of XR technology itself
are important to discuss, as this lends to the limitations of the
review.

Digital content viewed within XR settings are subject to tem-
poral errors given the requirement for live updates arising from the
dynamic motion between the user and object of interest. Image
quality depends on the state of added systems, such as inertial
sensors, input data, tracking sensor technology, and registration.
For example, as the HMD user and the patient move, sensors are
required for the registration and superimposition of medical im-
ages onto a patient’s anatomy [80]. Although various motion pre-
diction techniques are used for latency compensation, these
temporal considerations have performance implications.

Tracking the user, the surgical tools, the HMD, and the patient
pose further considerations. The accuracy of tracking is essential
in task completion when reconciling the user’s perspective with
real-time tool visualization during surgery [81]. Users may
experience visual dissonance as a result of differences between
the projected visuals and reality, and in extreme cases, this can
provide a "movie projector" effect in which the overlayed images
are broadcast rather than incorporated into real-time input.
Calibration is crucial to enabling this smooth transition; however,
recalibration may be required as with robot-assisted surgery [66].
XR relies on visual spatial tracking. When a mismatch occurs be-
tween visual and vestibular processing, the user may experience
motion sickness. Recently, the Mayo Clinic developed a galvanic
vestibular stimulation to incorporate within XR headsets that
serve to aid in synchronization between the users’ vestibular
system and visual processing, thereby reducing motion sickness
[82]. As with all emerging technologies, continued iterations with
further technical improvement and demonstrated evidence-based
impact will be critical in proving the value of XR in hip and knee
arthroplasty.

XR in combination with Al represents a new frontier in hip and
knee arthroplasty that will give surgeons on-demand and imme-
diate data in the operating room while maximizing exposure and
minimizing inattention. However, XR represents a stand-alone
software-infused service that optimizes surgical education and
expertise but necessitates integration with Al to unlock the future
of hip and knee arthroplasty.

Conclusion

In a field where exposure is critical to clinical success, XR rep-
resents a novel stand-alone software-infused service that optimizes
technical education, execution, and expertise but necessitates
integration with Al and previously validated software solutions to
offer opportunities that improve surgical precision with or without
the use of robotics and CT-based imaging.
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